
Sorting 



Introduction  
Sorting is a fundamental operation in data structures and algorithms that 
involves arranging a collection of elements in a specific order, usually 
ascending or descending.  

Efficient sorting algorithms are crucial for optimizing search, insertion, and 
other data manipulation operations.  

There are various sorting algorithms, each with its advantages, 
disadvantages, and best-use cases. Here are some commonly used sorting 
algorithms: 

1. Bubble Sort 

2. Insertion Sort 

3. Selection Sort 

4. Merge Sort 

5. Quick Sort 

6. Heap Sort 

7. Radix Sort 

 

 



Bubble Sort 
• Bubble Sort is a simple sorting algorithm that repeatedly steps through the 

list to be sorted, compares adjacent elements, and swaps them if they are 
in the wrong order.  

• The process is repeated until the entire list is sorted. While Bubble Sort is 
easy to understand and implement, it's not very efficient for large datasets 
due to its relatively high time complexity.  

Advantages: 

• Simple and easy to understand. 

• Works well for small datasets or nearly sorted data. 

• Doesn't require additional memory (in-place sorting). 

Disadvantages: 

• Inefficient for larger datasets due to its quadratic time complexity. 

• Requires multiple passes even if the array is already sorted. 

Time complexity: O(n^2) in the worst case. 

 

 

 

 



Contd.  
Algorithm Steps: 

1.Start from the beginning of the array. 

2.Compare the current element with the next element. 

3.If the current element is greater than the next element, swap 
them. 

4.Move to the next pair of elements and repeat steps 2-3. 

5.Continue this process until you reach the end of the array. 

6.The largest element is now at the last position. 

7.Repeat steps 1-6 for the remaining unsorted portion of the 
array. 

 

 

 

 



Contd. 

Example: 

Let's say you have an array [5, 2, 9, 1, 5, 6]. 

1.Pass 1: Compare and swap elements → [2, 5, 1, 5, 6, 9] 

2.Pass 2: Compare and swap elements → [2, 1, 5, 5, 6, 9] 

3.Pass 3: Compare and swap elements → [1, 2, 5, 5, 6, 9] 

The array is now sorted. 



Insertion Sort 
Insertion Sort is a simple sorting algorithm that builds the final sorted 
array one element at a time. It is efficient for small datasets or mostly 
sorted datasets.  

The basic idea is to divide the array into two parts: a sorted subarray 
and an unsorted subarray. As you iterate through the unsorted 
subarray, you insert each element into its correct position in the sorted 
subarray. 

Advantages: 

• Simple and easy to understand. 

• Efficient for small datasets or mostly sorted datasets. 

• In-place sorting (no additional memory required). 

Disadvantages: 

• Inefficient for larger datasets due to its quadratic time complexity. 

• Not suitable for sorting very large or unsorted datasets. 

 



Contd. 

Algorithm Steps: 

1.Start with the second element (index 1) and consider it as the first 
element of the sorted subarray. 

2.Compare the current element with the previous elements in the 
sorted subarray. 

3.If the current element is smaller (for ascending order) or larger (for 
descending order) than the previous element, shift the previous 
element one position to the right. 

4.Repeat step 3 until you find the correct position for the current 
element in the sorted subarray. 

5.Move to the next element in the unsorted subarray and repeat steps 
2-4. 

6.Continue this process until all elements are included in the sorted 
subarray. 

 



Contd. 

Example: 

Let's say you have an array [5, 2, 9, 1, 5, 6]. 

1.Pass 1: Insert 2 in the correct position → [2, 5, 9, 1, 5, 6] 

2.Pass 2: Insert 9 in the correct position → [2, 5, 9, 1, 5, 6] 

3.Pass 3: Insert 1 in the correct position → [1, 2, 5, 9, 5, 6] 

4.Pass 4: Insert 5 in the correct position → [1, 2, 5, 5, 9, 6] 

5.Pass 5: Insert 6 in the correct position → [1, 2, 5, 5, 6, 9] 
The array is now sorted. 



Selection sort 
Selection Sort is a simple sorting algorithm that repeatedly selects the 
minimum (or maximum) element from the unsorted part of the array 
and places it at the beginning (or end) of the sorted part. It has a time 
complexity of O(n^2), making it inefficient for large datasets. However, 
it's easy to understand and implement. 

• Advantages: 

• Simple and easy to understand. 

• In-place sorting (no additional memory required). 

• Works well for small datasets or datasets with a small number of 
elements. 

• Disadvantages: 

• Inefficient for larger datasets due to its quadratic time complexity. 

• The number of swaps is relatively high, which can be a performance 
concern. 

 



Contd. 
Algorithm Steps: 

1.Find the smallest (or largest) element in the unsorted part of 
the array. 

2.Swap it with the first element in the unsorted part. 

3.Move the boundary between the sorted and unsorted parts one 
element to the right. 

4.Repeat steps 1-3 until the entire array is sorted. 

 



Contd. 

Example: 

Let's say you have an array [5, 2, 9, 1, 5, 6]. 

1.Pass 1: Find the smallest element 1 and swap it with the first element → [1, 2, 9, 5, 5, 6] 

2.Pass 2: Find the smallest element 2 and swap it with the second element → [1, 2, 9, 5, 5, 6] 

3.Pass 3: Find the smallest element 5 and swap it with the third element → [1, 2, 5, 9, 5, 6] 

4.Pass 4: Find the smallest element 5 and swap it with the fourth element → [1, 2, 5, 5, 9, 6] 

5.Pass 5: Find the smallest element 6 and swap it with the fifth element → [1, 2, 5, 5, 6, 9] 
The array is now sorted. 



Merge Sort 
Merge Sort is a popular and efficient sorting algorithm that employs 
the divide-and-conquer approach to sort an array or list. It has a stable 
time complexity of O(n log n) in all cases, making it suitable for sorting 
larger datasets. 

• Advantages: 

• Stable sorting algorithm (maintains the order of equal elements). 

• Efficient time complexity of O(n log n) in all cases. 

• Well-suited for larger datasets due to its efficient divide-and-conquer 
approach. 

• Disadvantages: 

• Requires additional memory for the merging step (not in-place). 

• While the time complexity is generally better than quadratic, Merge 
Sort can be slower in practice for small datasets due to the overhead 
of recursive calls and merging. 

 

 



Contd. 
Algorithm steps: 

1.Divide: The unsorted array is divided into two halves 
repeatedly until each subarray contains only one element or is 
empty. This process is recursive and continues until the base 
cases are reached. 

2.Conquer: The base cases are subarrays with only one 
element, which are considered sorted by definition. Larger 
subarrays are sorted recursively. 

3.Merge: Once the smaller subarrays are sorted, they are 
merged together to create a single sorted array. The merging 
process involves comparing elements from the two subarrays 
and placing them in the correct order in the merged array. 

 



Contd. 

Example: 

Let's say you have an array [38, 27, 43, 3, 9, 82, 10]. 

1.Divide: Divide the array into smaller subarrays until each subarray has only one element. 

•[38, 27, 43, 3] 

•[9, 82, 10] 
2.Conquer: Sort the individual subarrays. 

•[3, 27, 38, 43] 

•[9, 10, 82] 
3.Merge: Merge the sorted subarrays. 

•[3, 9, 10, 27, 38, 43, 82] 
The array is now sorted. 



Quick Sort 
Quick Sort is a widely used and efficient sorting algorithm that employs a divide-
and-conquer strategy to sort an array or list. It has an average-case time 
complexity of O(n log n), making it one of the fastest sorting algorithms in 
practice. 

 Quick Sort works by selecting a "pivot" element and partitioning the array into 
two subarrays: elements less than the pivot and elements greater than the 
pivot. It then recursively sorts these subarrays. 

Advantages: 

• Efficient average-case time complexity of O(n log n). 

• In-place sorting: Requires only a small amount of additional memory for 
recursive calls. 

• Efficient for larger datasets and widely used in practice. 

• Can be faster than other sorting algorithms due to its cache-friendly behavior. 

Disadvantages: 

• The worst-case time complexity can be O(n^2) if the pivot selection is not 
balanced (e.g., always choosing the smallest or largest element). 

• Not stable: Equal elements might change their relative order after sorting. 

 



Contd.  
Algorithm steps: 

1.Partition: The partitioning step involves selecting a pivot 
element from the array. The goal is to rearrange the array such 
that elements less than the pivot are on its left, and elements 
greater than the pivot are on its right. This partitioning process 
is typically done using a technique called the "Lomuto partition 
scheme" or the "Hoare partition scheme." 

2.Recursively Sort: Once the partitioning is done, two subarrays 
are created. Recursively apply Quick Sort to each subarray. 
This step involves selecting new pivots for the subarrays and 
partitioning them again. 

3.Combine: After all recursive calls are completed, the sorted 
subarrays are combined to form the final sorted array. 

 



Contd. 

Example: 

Let's say you have an array [38, 27, 43, 3, 9, 82, 10]. 

1.Partition: Choose a pivot (e.g., 27) and partition the array into two subarrays. 

•[3, 9, 10] (elements less than the pivot) 

•[27, 38, 43, 82] (elements greater than the pivot) 

2.Recursively Sort: Apply Quick Sort to the subarrays. 

•Subarray [3, 9, 10] is already sorted. 

•Subarray [27, 38, 43, 82] is partitioned further and sorted. 

3.Combine: Combine the sorted subarrays to get the final sorted array: [3, 9, 10, 27, 38, 43, 82]. 

 



Heap Sort 
Heap Sort is a comparison-based sorting algorithm that utilizes a binary heap 
data structure to sort elements efficiently. It has an average-case time 
complexity of O(n log n), making it efficient for larger datasets.  

Heap Sort works by first creating a max-heap (for ascending order) or min-heap 
(for descending order) from the input array and then repeatedly extracting the 
root element from the heap and placing it in the final sorted array. 

• Advantages: 

• Efficient average-case time complexity of O(n log n). 

• In-place sorting: Requires only a small amount of additional memory for 
swapping elements. 

• Stable sorting algorithm (maintains the order of equal elements). 

• Cache-friendly behavior due to its sequential access pattern. 

• Disadvantages: 

• Slightly slower than Quick Sort for smaller datasets due to its constant factor 
overhead. 

• Not as widely used as Quick Sort or Merge Sort in practice. 

 

 



Contd. 
Algorithm steps: 

1.Build Heap: The Heap Sort algorithm begins by converting the 
input array into a binary heap. This is done by applying the 
Heapify procedure to each node in reverse order (starting from 
the last non-leaf node and moving up to the root). 

2.Extract Elements: After the heap is built, the root element (the 
maximum element in a max-heap or the minimum element in a 
min-heap) is extracted and placed in the sorted array. This 
process is repeated until all elements are extracted from the 
heap. 

3.Heapify: After extracting an element, the heap property is 
restored by applying the Heapify procedure to the remaining 
heap. This ensures that the next extracted element is the 
maximum (in the case of a max-heap) or minimum (in the case 
of a min-heap). 

 



Contd. 

Example: 

Let's say you have an array [38, 27, 43, 3, 9, 82, 10]. 

1.Build Heap: Convert the array into a max-heap. 

2.Extract Elements: Repeatedly extract the maximum element (root) from the heap and place it in the sorted array. 

•Extract 82, heap becomes [43, 27, 10, 3, 9, 38] 

•Extract 43, heap becomes [38, 27, 10, 3, 9] 

•Extract 38, heap becomes [27, 9, 10, 3] 

•Extract 27, heap becomes [10, 9, 3] 

•Extract 10, heap becomes [9, 3] 

•Extract 9, heap becomes [3] 

•Extract 3, heap becomes empty. 

3.The sorted array is [3, 9, 10, 27, 38, 43, 82]. 

 



Radix Sort 
Radix Sort is a non-comparative sorting algorithm that sorts numbers by 
processing individual digits. It operates by distributing the numbers into buckets 
based on their digits, and then collecting them in a specific order.  

Radix Sort can achieve linear time complexity under certain conditions and is 
particularly efficient for sorting large numbers with a fixed number of digits. 

• Advantages: 

• Efficient for sorting numbers with a fixed number of digits. 

• Can achieve linear time complexity under certain conditions. 

• Non-comparative: It exploits the structure of the numbers being sorted rather 
than comparing them. 

• Disadvantages: 

• Less efficient for smaller numbers or numbers with a varying number of digits. 

• Requires extra space for buckets and temporary storage. 

• Not as widely used as comparison-based sorting algorithms like Quick Sort or 
Merge Sort. 

 



Contd. 
Algorithm steps: 

1.Distribute: The numbers are distributed into buckets based on 
the value of their current digit. For example, if sorting in base 10 
(decimal), numbers with the same last digit are placed in the 
same bucket. The process is repeated for each digit, moving 
from least significant to most significant. 

2.Collect: After distributing the numbers, they are collected from 
the buckets in the order they were placed. This ensures that 
numbers with the same digit values are collected together, 
preserving their relative order within the same digit position. 

3.Repeat: The distribution and collection steps are repeated for 
each subsequent digit position. After processing all digits, the 
numbers are sorted. 

 



Contd.  

Example: 

Let's say you have an array [170, 45, 75, 90, 802, 24, 2, 66]. 

1.Sort by least significant digit (units place): 

•[170, 90, 802, 2, 24, 45, 75, 66] 
2.Sort by tens place: 

•[802, 2, 24, 45, 66, 170, 75, 90] 
3.Sort by hundreds place: 

•[2, 24, 45, 66, 75, 90, 170, 802] 
The array is now sorted. 

 

 

 


